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What is MetaCentrum 

▪ MetaCentrum is 

▪ … National Grid Infrastructure (NGI) 

▪ ... the activity of the CESNET association 

▪ … a provider of computational resources, application tools (commercial 
and free/open source) and data storage  

▪ … free of charge 

▪ Users "pay" by acknowledgement in their research publications 

▪ MetaCentrum is available for 

▪ … employees and students from Czech universities, the Czech Academy 
of Sciences, non-commercial research facilities, etc. 

▪ … industry users (non-profit and public research, upon individual request)
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https://metavo.metacentrum.cz

https://docs.metacentrum.cz

https://metacentrum.cz



What is MetaCentrum

▪ MetaCentrum targets 

▪ … individual users (we can offer resources)  

▪ ... projects (cooperation, sharing data in a group) 

▪ ... organisations (incorporate their resources under central management) 

▪ MetaCentrum offers 

▪ ... the principle of grid usage (privileged access for cluster owners) 

▪ … immediate access to HW resources 

▪ ... access without submitted projects (with one exception) 

▪ ... various application tools (commercial, free, open source) 

▪ ... CPU/GPU resources, GUI applications and access, cloud services
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https://metavo.metacentrum.cz

https://docs.metacentrum.cz

https://metacentrum.cz



Shared resources

▪ Compute resources are provided by CESNET and partners (universities, 
CAS institutes) and 

▪ ... are freely available for research and academic usage 

▪ ... are shared among all users 

▪ ... are with privileged access for cluster owners 

▪ ... can be used in case of urgent/heavy load extensively 

▪ ... are replaceable during an outage 

▪ ... are centrally managed, AAI 

▪ ... are dedicated to grid HPC/HTC and containerised computing, cloud 
computing, data storage capacities
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HW providers
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One application rules them all

▪ Submission of application is conditional by academic affiliation (eduID) 

▪ Access is granted to the MetaCentrum and its services 

▪ Grid computing (CLI, OpenPBS scheduler) 

▪ Open OnDemand (GUI, remote web access) 

▪ Galaxy (GUI, web-based platform for computational analyses) 

▪ Jupyter notebook (GUI)  

▪ And also to  

▪ Cloud computing (powered by OpenStack) 

▪ Container platform Kubernetes (operated by CERIT-SC)
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https://metavo.metacentrum.cz/en/application

https://docs.e-infra.cz/compute/openstack/

https://docs.cerit.io

https://usegalaxy.cz

https://ondemand.grid.cesnet.cz

https://docs.metacentrum.cz/related/jupyter/



Service overview
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MetaCentrum Grid Kubernetes OpenStack Cloud
Centrally managed infrastructure 

(restrictive in some cases)
Centrally managed infrastructure 

(containers can be modified)
Images provided by MetaCentrum, 

EGI, projects, users,...

Batch/interactive jobs with reserved 
resources (OpenPBS)

Individually started non-root 
containers with reserved HW

Long-term running VMs with HW 
reserved via specific flavours

Compute nodes and storages are 
distributed across the CZE

Central localisation in Brno 
(CERIT-SC)

Central OpenStack installation in 
Brno

Mainly CLI, also GUI approaches 
(OnDemand, Galaxy)

Considerable interactive support 
(mostly remote GUI applications)

CLI management

Limitations given by OS and system 
libraries

Potentially problematic container 
incorporation to K8s/Rancher

High level of user freedom, 
independent work with VMs

Easily supported Easily supported Problematic access into user's VMs

Kerberos autentization Web application (AAI) SSH keys
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Statistics

https://
metavo.metacentrum.cz/
cs/state/stats/2024/
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Application software

▪ Free/open-source academic software 

▪ Mainly distributed via the system of modules (>5,000 individual modules) 

▪ Expensive commercial licences available to users 

▪ Matlab (modelling), Molpro (molecular modelling), Ansys (engineering 
modelling), Gaussian (quantum mechanics), Turbomole (quantum chemistry) 

▪ Users have their personal licenses (free or paid, restricted access) 

▪ VASP (molecular mechanics), Crystal (solid state chemistry and physics) 

▪ Users are allowed to install almost any application software on their own 

▪ The current policy is to support users in local installations 

▪ Just do not violate the license terms...
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https://docs.metacentrum.cz/software/alphabet/



Application software

▪ There are so many different ways... 

▪ Binary distributions (precompiled form, download them and use them) 

▪ R, Python, Perl, Julia, Debian, etc. libraries (from repositories) 

▪ Package managers like Mamba (fully automated, easy to use) 

▪ Docker (Kubernetes, cloud) and Singularity/Apptainer images (grid, 
conversion Docker -> Singularity) 

▪ Snapshots of entire VMs (cloud, OnDemand) 

▪ Local compilation (GCC, Intel compilers, BLAS/LAPACP math libraries, 
CUDA support and so on...)
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https://docs.metacentrum.cz/software/install-software/

https://docs.metacentrum.cz/software/containers/

https://www.google.com/search?client=firefox-b-d&sca_esv=7fef88c703f42cc5&sxsrf=AHTn8zr_F8kPpgvDI648S4YUm5JWwDknAg:1740988099062&q=precompiled+form&spell=1&sa=X&ved=2ahUKEwjurs-Jtu2LAxXqhf0HHbRxKvwQkeECKAB6BAgJEAE


Where and how to start

▪ Fill out and submit the registration form 

▪ Select your organisation (click on the eduID logo) 

▪ Use your institutional username and password 

▪ Fill out the form and create a strong (and unique) MetaCentrum password 

▪ Applications are evaluated and approved manually 

▪ All accounts are valid till 02. 02. YYYY 

▪ Users must extend MetaCentrum membership from the beginning of each 
calendar year (during January). 

▪ Read our documentation, FAQ and tutorial for beginners

https://metavo.metacentrum.cz/en/application

https://docs.metacentrum.cz/ https://docs.metacentrum.cz/support/faqs/
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https://docs.metacentrum.cz/computing/concepts/
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Statistics
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▪ O n l y f o r 
" s p o n s o re d " 
accounts 

▪ Default validity 
is three months 

▪ Further validity 
extensions are 
done manually 
a f t e r t h e 
request
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Frontend servers (login nodes)

▪ Gateway to the entire grid infrastructure 

▪ Accessible via ssh with a password (ssh tickets are not fully supported) 

▪ Frontends submit jobs to the OpenPBS scheduler 

▪ Frontends are relatively small virtual machines mainly for writing scripts for 
batch jobs, submitting jobs, checking available applications and user data, 
quick installations and calculations (e.g. data extraction), etc. 

▪ Do not run long and/or demanding calculations directly on frontends! 

▪ Overload -> slowdown -> failure 

▪ Frontend servers usually have different home directories 

▪ Command line interface (mainly CLI)
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https://docs.metacentrum.cz/computing/infrastructure/frontends/

https://docs.metacentrum.cz/access/kerberos/



OpenPBS and frontend servers

▪ OpenPBS (Portable Batch System) is a software that performs job scheduling 
and management 

▪ Frontend servers can have different home directories 

▪ All user home directories 
are available from 
all frontends  

charon.metacentrum.cz  /storage/liberec3-tul/home/
elmo.metacentrum.cz    /storage/praha5-elixir/home/ 
luna.metacentrum.cz    /storage/praha1/home/
nympha.metacentrum.cz  /storage/plzen1/home/ 

pbs-m1.metacentrum.cz
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oven.metacentrum.cz    /storage/brno2/home/ 
perian.metacentrum.cz  /storage/brno2/home/ 
tarkil.metacentrum.cz  /storage/praha1/home/
skirit.metacentrum.cz  /storage/brno2/home/ 
tilia.metacentrum.cz   /storage/pruhonice1-ibot/home/ 
zenith.metacentrum.cz  /storage/brno12-cerit/home/ 
zuphux.metacentrum.cz  /storage/brno12-cerit/home/ 

https://docs.metacentrum.cz/computing/
concepts/#frontends-storages-homes



NFS4 servers (storages)

▪ Data is stored on a few independent storages; the capacity is not infinite 

▪ Storages have quotas for the total volume of data and the number of files 

▪ All storages are accessible through all frontends 

▪ Data on storage is not fully backed up. 

▪
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https://docs.metacentrum.cz/computing/infrastructure/storages/ https://docs.metacentrum.cz/computing/infrastructure/frontend-storage/



NFS4 servers (storages)

▪ Data is stored on a few independent storages; the capacity is not infinite 

▪ Storages have quotas for the total volume of data and the number of files 

▪ All storages are accessible through all frontends 

▪ Data on storage is not fully backed up. 

▪ Not for archiving purposes! 

▪ Valuable data should be permanently archived on S3 object storage.
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https://docs.du.cesnet.cz/en/docs/object-storage-s3/s3-service



Kerberos authentication

▪ SSH keys for logging into frontends are not fully supported. We want to 
"force you" to generate a Kerberos ticket by typing the password

Type a password

klist command prints the status 
of issued tickets
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Access frontends via OnDemand

▪ In the future, primary access for new users (replacement of CLI) 

▪ Frontend servers and storages can be accessed through the OnDemand 

▪ Web-based CLI access to selected frontends (with all functionalities) 

▪ Web-based interactive access on storages (mainly for browsing)  

▪ Deployment of VMs and containers 

▪ S3, OneData browser 

▪ Singularity images (NGC, Pytorch,...)
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https://docs.metacentrum.cz/ondemand/

https://ondemand.grid.cesnet.cz
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Software modules

kinit command generates new tickets
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▪ Each software (in a specific version) is prepared as an individual module file 

▪ In theory, the module file, after activation (command module add 
module_name), will load the main application (set the necessary variables), 
dependencies and needed libraries 

▪ More than >5,000 modules are available for users 

▪ Users can write their own module files 

▪ Available modules can be listed directly on the frontend

case sensitive

https://docs.metacentrum.cz/software/modules/
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blast
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blast
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HW resources and qsub assembler

▪ HW resources (CPUs, GPUs, RAM, scratch, walltime,...) are reserved by PBS 

▪ Detailed documentation: 

▪ It requires some experience 

▪ Helper tool for qsub command (reserves resources and submits jobs) assembly

Go to metavo.metacentrum.cz - 
Current state - Personal view - qsub 
assembler 

(Stav zdrojů - Osobní pohled 
sestavovač qsub)  

https://docs.metacentrum.cz/computing/resources/resources/

https://metavo.metacentrum.cz/pbsmon2/person
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Click on it...

https://docs.metacentrum.cz/computing/resources/qsub-compiler/



HW resources and qsub assembler

Click on it...

▪ And you will see...
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Example of a basic script for batch jobs

▪ Define HW resources (-l), queue (-q), 
walltime (-l), set the job name (-N), and 
email alert (-m) 

▪ You can define as many variables as 
you want 

▪ Available modules can be listed by 
command module ava <key_word> on 
any frontend 

▪ The scratch directory will be cleaned 
automatically 

▪ qsub script_name.sh
https://docs.metacentrum.cz/computing/run-basic-job/
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Interactive job
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▪ The opposite of batch jobs (waiting for the user's input...) 

▪ Best choice for test calculations (which should not be run directly on 
frontends) 

▪ An interactive job is requested by the qsub command with the -I (uppercase 
"i") option https://docs.metacentrum.cz/computing/run-basic-job/#interactive-job
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Queues

▪ The default queue is the best choice for almost all calculations 

▪ -q option of the qsub assembler
General queue for all jobs

44

Special queue for practical 
courses/seminars

Queue targeting special 
nodes

Queue for nodes 
dedicated to VI Elixir CZ



Queues
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Queues

▪ Dedicated queues for cluster owners 

▪ High priority on dedicated compute nodes 

▪ Only short jobs for other users (for example, 24 vs 720 hours)



GPU acceleration
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▪ GPU acceleration for significant speedup of calculations 

▪ 160 nodes, 460 GPU cards (GTX 1080Ti - H100 100GB) 

▪ Requires application with GPU support 

▪ Maximum eight GPU cards on a single node, typically two or four 

▪ Special DGX cluster with eight Nvidia H100 80GB GPU cards 

▪ Grant competition 

▪ Specific parameters 

▪ gpu_mem (minimum amount of memory on the card) 

▪ gpu_cap (a minimal version of GPU architecture) 

▪ cuda_version (version of CUDA installed on the node)
qsub -I -l walltime=4:0:0 -l select=1:ncpus=1:ngpus=1:mem=10gb:scratch_local=20gb

https://docs.metacentrum.cz/computing/gpu-comput/dgx/

https://docs.metacentrum.cz/computing/gpu-comput/gpu-job/



Scratch storage

▪ Temporary storage on physical computing nodes 

▪ Very intensive operations can cause network overload and the  slowdown of 
central storage (/storage/city/…) 

▪ Copy the input data into the scratch directory on a dedicated machine 

▪ Variable SCRATCHDIR is set automatically 

▪ Faster, more stable

qsub -l select=1:ncpus=1:mem=4gb:scratch_local=10gb -l walltime=1:00:00

cp my_input_data.txt $SCRATCHDIR 

…

cp $SCRATCHDIR/my_results.txt /storage/city/home/user_name/

clean_scratch https://docs.metacentrum.cz/computing/infrastructure/scratch-storages/
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Scratch storage

▪ Four types of scratch storage 

▪ scratch_local

▪ on every node, HDD, default 

▪ scratch_ssd

▪ fast SSD, typically smaller in volume, not everywhere 

▪ scratch_shared

▪ network volume, which is shared between all nodes of one cluster 
(only two clusters) 

▪ scratch_shm

▪ scratch held in RAM, very fast, on every node 

▪ boolean type (True/False), limited by mem parameter (:mem=XYgb)

https://wiki.metacentrum.cz/wiki/Scratch_storage
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Transfer of a large amount of data

▪ Do not use frontends, copy data directly on storage and use compressed files 
(.tar, .zip, .gz, etc.)  

▪ SFTP client for Windows users (WinSCP, FileZilla, CyberDuck)
https://docs.metacentrum.cz/data/large-data/

frontend
scp my_data.gz vorel@skirit.metacentrum.cz:\
/storage/praha5-elixir/home/vorel

scp my_data.gz \
vorel@storage-praha5-elixir.metacentrum.cz:~

50

cd $SCRATCHDIR
scp -r storage-praha5-elixir.metacentrum.cz:~/input_data_dir .
...
scp -r output_data_dir storage-praha5-elixir.metacentrum.cz:~



51

Statistics

51



Singularity containers
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▪ Singularity (Apptainer) is an alternative to Docker 

▪ Container system for HPC (non-root access) 

▪ A container is a standard unit of software that packages up code and all its 
dependencies so the application runs quickly and reliably from one 
computing environment to another 

▪ Saves time, prevents conflicts between applications 

▪ Every Docker container can be converted to a Singularity image and used in 
MetaCentrum 

▪ As pre-prepared Singularity images, users can use (e.g.) OpenFOAM, TE-
TOOLS (RepeatMasker, RepeatModeler), Peregine (assembler for long reads), 
Nvidia GPU cloud (PyTorch, Tensorflow)

https://docs.metacentrum.cz/software/containers/



Singularity containers
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▪ PyTorch MNIST training with Singularity container in the interactive job in 
OnDemand 

▪ GPU acceleration 

▪ We will use the PyTorch Singularity image to train a MNIST model 
(Handwritten digit recognition) 

▪ This example trains a multi-layer RNN (Elman, GRU, or LSTM) or Transformer 
on a language modeling task. By default, the training script uses the 
Wikitext-2 dataset, provided 

▪ The trained model can then be used by the generate script to generate new 
text
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Galaxy
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▪ Galaxy is an open-source system for analysing data, authoring and sharing 
workflows, training and education, publishing tools, managing infrastructure, 
and more 

▪ It originally started in biomedical science but nowadays spans numerous 
scientific domains including ecology, natural language processing, chemistry, 
climate science, and social sciences 

▪ Web-based platform 

▪ National instance localised at  

▪ Download/upload data from/to public various repositories 

▪ Integration of NRP, OneData, Invenio, Dspace

https://docs.metacentrum.cz/related/galaxy/

https://usegalaxy.cz/
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62 https://www.ncbi.nlm.nih.gov/datasets/genome/GCA_029291075.1/
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meta@cesnet.cz   vorel@cesnet.cz 


